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Trust in Teleoperated and Autonomous Robots Engaging in the Defense of Others between

Japan and the U.S.

In the future, what if robots could defend humans who are under their care or who
are nearby when a crime is occurring? In this paper, we explore people's feelings
of trust toward robots who are defending others through non-lethal force in two
countries that heavily use robots: the United States and Japan. We conducted web-
based experiments where participants watched six videos of a robot that was
defending a victim. The results suggest that people in Japan are more inclined to
trust a robot that actively defends humans. However, unlike in Japan, Americans
did not show greater trust toward a robot that successfully defends others compared
with robots that tried and failed or merely watched. Autonomous robots were
generally considered more trustworthy than manually controlled robots in both the

United States and Japan.

Keywords: robot self-defense; robot trust; robot ethics; robot violence; robot

crime; technological acceptance; dark side of Human Robot Interaction (HRI)

1. Introduction

Should robots be allowed to use violence, i.e., the intentional use of force to cause harm,
to protect people? Isaac Asimov’s three laws of robotics (1:A robot may not injure a
human being or, through inaction, allow a human being to come to harm. 2: A robot must
obey the orders given it by human beings except where such orders would conflict with
the First Law. 3: A robot must protect its own existence as long as such protection does
not conflict with the First or Second Law) [1] clearly forbid robots from harming humans.
On the other hand, in human society, violence that protects others is permissible in the
context of self-defense. For example, article 36 of Japan’s Penal Code states: “An act
unavoidably performed to protect the rights of oneself or any other person against
imminent and unlawful infringement is not punishable.”

Even if robots defending others were to conflict with Asimov’s First Law of Robotics,
which prohibits both direct harm to humans and harm through inaction, people might still

perceive such interventions as justified. For example, a past survey [2] suggested that
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people will tolerate a robot using violence to protect a victim against an aggressor in both
Japan and the United States; the tendency to accept robot self-defense to protect others
was similar in both countries, while the acceptance of lethal force was higher in the United
States than in Japan.

Due to the advances in the development of security robots, researchers have been
investigating the possibilities, risks, and responsibilities when such robots unavoidably
use violence to protect others [3, 4]. Some studies argue that the reliabilities of such robots
(e.g., consistency, transparency, explainability, and performance) are fundamental
aspects of people’s trust and willingness to use them [5, 6].

In such situations, the robot’s autonomy is crucial. Robotics researchers have compared
autonomous systems decisions (e.g., Al and robots) with human decisions in various
fields to determine the optimal balance. From a military perspective, the common
research consensus is that fully autonomous lethal robots without human oversight are
unadvisable; the accountability and ethical judgment lie with human commanders [7-9].
But at the same time, some research has aimed to develop a trustworthy Al system to
support prompt, real-time ethical decisions by people [10]. From a recent survey from an
autonomous vehicle perspective, autonomous vehicles are safer than human-driven
vehicles based on real-world data [11]. Therefore, the safety of various systems is
increasing, and such systems will eventually be more reliable than humans in various
fields.

However, at the moment, autonomous systems still require human-operator intervention
regardless of their performance. In particular, in situations where using violence is
required by robots to protect victims from attackers, human intervention remains essential

from an ethical perspective. A previous paper on robots that protect others through
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violence failed to comprehensively examine this issue because it focused on fully
autonomous robots [2].

Therefore, in this study, we investigate the perceived impressions toward both
teleoperated and autonomous robots who are defending others. Similar to a past study [2],
we investigated the cultural differences between Japan and the U.S. We followed a past
study’s approach [2], which used video-based surveys that reproduced violent situations
because creating such stimuli in real settings is obviously quite complicated, and this
approach also simplifies investigating cultural differences. Note that this paper is an
extended version of our study submitted to RO-MAN2023 [12]. However, we added new
experiments that focused on cultural differences and provided corresponding analyses,

imbuing this paper with additional, original content.

2. Experiment

2.1 Hypotheses and predictions

Past research suggests that people trust teleoperated robots more than autonomous
robots [13, 14]. One possible reason is that people believe that autonomous robot systems
are inferior to human judgment, although they can be limited by the human operator’s
capabilities and situational awareness [15]. Some researchers posit the principle that
humans should supervise final, advanced judgment, a concept that is applied in such
various aspects as the military and medicine [10, 16]. Even though reports already exist
of cases where robots are as safe as (if not more than) humans in some systems [11, 17],
people still do not sufficiently trust that autonomous robots are responsible for making
decisions involving the use of violence. Based on these hypotheses, we made the

following prediction:
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Prediction 1: Participants will trust teleoperated robots more than autonomous
robots concerning intervention in violent situations.

The appearance of security robots (including their uniforms) influences
perceptions of their safety, although such effects suggest various interpretations, in
particular, the effectiveness of anthropomorphism in security contexts [18, 19]. However,
a robot’s actual behavior will more strongly impact trust than its appearance. In other
words, it seems reasonable that people will trust in a violent situation a robot that is
defending others compared to a non-engaging robot. Moreover, people will trust a robot
that effectively protects victims more than one that cannot protect victims regardless of
the robots’ actions. Based on these hypotheses, we made the following predictions:

Prediction 2: Participants will trust robots that protect others with violence,
unlike a robot that just passively observes the victims.

Prediction 3: Participants will trust robots that are stronger than attackers, unlike
robots that are weaker than attackers.

Some studies suggested that people in the U.S. accepted the violent behaviors of
human-like robots when they were protecting victims or robotic peacekeepers [2, 20, 21].
However, Japanese people are more accepting of robots with a human-like appearance
than Americans are [22], although the use of violence by robots could inhibit such cultural
effects. Note that a previous study comparing Japan and Taiwan found that Japanese
participants were significantly more concerned about security robots than their Taiwanese
counterparts [23]. Therefore, we take into account these phenomena to make the
following prediction:

Prediction 4: American participants will trust robots more that protect others with
violence than Japanese participants, regardless whether the robots are teleoperated or

autonomous.
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2.2 Conditions and visual stimuli

We established 12 conditions. We varied three factors, i.e., the control factor
(teleoperated and autonomous), the capability factor (none, unsuccessful, and successful),
and the country factor (Japan and U.S.). The control and capability factors have a within-
participant design; the country factor has a between-participant design.

For the visual stimuli, the basic scenario involves two people who are facing one
another. Body language conveys that the person on the left (raised fist) is aggressive and
the person on the right is scared. In all cases, the former attacks the latter, and then the
robot approaches them. The only difference between the teleoperated and autonomous
conditions is the existence of the operator, who is shown or not shown on the upper right
side of the video. Between the Japan and U.S. conditions, the two people and the robot's
actions are identical.

There are no sound stimuli, and there is no difference in the video content. We
employed simple backgrounds and similar-sized masculine figures for the
attackers/victims, similar to past related studies [2, 24] to avoid distraction or potential
confounds, and since it was not one of the factors we deemed fundamentally important to
investigate first. We also employed masculine security robots because past studies
reported that such robots were perceived as easier to use, more useful, more in control,
and more likely to be used [25, 26].

In the none condition, the robot merely stands near without taking any action, i.e.,
it obeys the three laws of robotics. It does not harm anyone, allowing the attacker to
continue to menace the victim. In the unsuccessful condition, the robot intervenes to stop
the attack, fails, and is knocked down, and the attacker continues to menace the victim.
In the successful condition, the robot uses non-lethal force to separate the attacker and

victim and successfully stops the attack.
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Note that all conditions disobey Asimov’s Laws. In the none condition, the robot
did nothing to prevent harm to the victims, which violates Asimov’s First Law (i.e., a
robot may not, through inaction, allow a human being to come to harm). The unsuccessful
condition violates Asimov’s First and Third Laws because the robot's insufficient action
leads to the aggressor's harmful action toward itself. The successful condition can be
interpreted as aligning with Asimov’s First Law in the sense that it involves actions to
protect the victim, but it could also be interpreted as the condition that results in the

greatest total harm to humans.

(a) teleoperated, none

(d) autonomous, none (e) autonomous, unsuccessful (f) autonomous, successful

Figure 1. [llustrations of different scenarios presented to subjects

2.3 Measurements

To assess the level of trust toward the robot, we employed the Multi-Dimensional
Measure of Trust (MDMT) scale v2 [27]. It encompasses 20 items, divided between two
primary aspects: moral trust and performance trust, each of which is divided into five

distinct subcategories: reliable, competent, ethical, transparent, and benevolent. Each
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participant rated the robot's actions for all the different subscales on a Likert scale, where

the possible scores ranged from O ("not at all") to 7 ("very").

2.4 Participants

This research involved 180 participants from Japan, comprised of 90 women, 89
men, and 1 individual who chose not to specify gender (average age: 41.4 years, SD =
9.0, signed up through a recruitment agency in Japan) and 176 participants from the U.S.
(59 women, 117 men; average age: 34.7 years, SD = 9.2; recruited by Amazon
Mechanical Turk (AMT)). Every participant received modest compensation (less than
USD 5), independent of the data's validity. By employing a filtering method that identifies
and removes responses with missing data or identical answers for all questions, we
obtained data from 290 participants (none: 101, unsuccessful: 92, successful: 97. Japan:

112, U.S.: 78).

2.5 Procedure

All the procedures were approved by the Advanced Telecommunication Research
Review Boards (523). After reading the instructions, participants viewed six videos
whose orders were counterbalanced to mitigate order effects and rated each one on the
MDMT items. Finally, participants answered three “dummy” questions adapted from an
instruction-manipulation check [28, 29] to detect inattentive respondents who were

excluded.

3 Results

3.1 Reliable subscale

Analysis of the reliable subscale (Fig. 2) demonstrated significant differences in

the defense tactor (F(2, 284) =20.083, p <0.001, n?> = 0.124), in the country factor (F(1,
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284)=74.696, p <0.001,n? = 0.208), in the interaction effects of the control and country
factors (F(1, 284) = 6.543, p = 0.011, n* = 0.023), and in the interaction effects of the
defense and country factors (F(1, 284) =5.463, p = 0.005, n?> = 0.037).

No significant difference was observed in the control factor (F(1, 284) = 0.284, p
=0.595, 1% =0.001), in the interaction effects of the control and capability factors (F(2,
284) = 1.069, p = 0.345, n?> = 0.007), or in the interaction effects among all the factors
(F(2,284)=0.397, p = 0.803, 1> = 0.006).

Multiple comparisons with the Bonferroni method revealed significant
differences between the defense and country factors in the following pairs: in the Japan
condition, none < unsuccessful (p < 0.001), none < successful (p < 0.001), and
unsuccessful < successful (p = 0.026); in the none condition, Japan < U.S. (p <0.001); in
the unsuccessful condition, Japan < U.S. (p < 0.001); in the successful condition, Japan
< U.S. (p =0.002); in the Japan condition, autonomous < teleoperated (p = 0.016); in the
autonomous condition, Japan < U.S. (p < 0.001); in the teleoperated condition, Japan <

U.S. (p < 0.001).
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Figure 2. Questionnaire results of reliable subscale
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3.2 Competent subscale

For the analysis of the competent subscale (Fig. 3), the results identified
significant differences in the capability factor (F(2,284)=17.523, p <0.001,1>=0.110),
in the country factor (F(1,284)=91.111, p <0.001, n* = 0.243), in the interaction effects
of the control and capability factors (F(2,284)=4.107, p=0.017, 1> = 0.028), and in the
interaction effects of the capability and country factors (F(2, 284) =4.539, p=0.011, n?
=0.031).

No significant difference was observed in the control factor (F(1, 284) =2.402, p
= 0.122, n* = 0.008), in the interaction effects of the control and country factors (F(1,
284) = 0.998, p = 0.319, n* = 0.004), or in the interaction effects among all the factors
(F(2,284)=0.431, p=0.650,7m>=0.003).

Multiple comparisons with the Bonferroni method revealed significant
differences between the capability and country factors in the following pairs: in the Japan
condition, none < unsuccessful (p < 0.001) and none < successful (p <0.001); in the none
condition, Japan < U.S. (p < 0.001); in the unsuccessful condition, Japan < U.S. (p <
0.001); in the successful condition, Japan < U.S. (p = 0.001); in the autonomous condition,
none < unsuccessful (p = 0.003), none < successful (p < 0.001), and wunsuccessful <
successful (p = 0.0006); in the teleoperated condition, none < unsuccessful (p = 0.014),
and none < successful (p <0.001); in the successful condition, teleoperated < autonomous

(p = 0.002).
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Figure 3. Questionnaire results of competent subscale

3.3 Ethical subscale

Analysis of the ethical subscale (Fig. 4) showed significant differences in the
control factor (F (1, 284) = 5.040, p = 0.026, n? = 0.017), in the capability factor (F(2,
284)=18.784, p <0.001, n* = 0.058), in the country factor (F (1,284)=40.301, p <0.001,
n? = 0.124), in the interaction effects of the control and capability factors (F (2, 284) =
5.006, p = 0.007, n* = 0.124), and in the interaction effects of the capability and country
factors (F (2, 284) =4.432, p = 0.014, n* = 0.030).

No significant difference was observed in the interaction effects of the control and
country factors (F (1, 284) = 0.981, p = 0.323, n?> = 0.003) or in the interaction effects
among all the factors (F' (2, 284) = 0.646, p = 0.525, n?> = 0.005).

Multiple comparisons with the Bonferroni method revealed significant
differences between the defense and country factors in the following pairs: in the Japan
condition, none < unsuccessful (p < 0.001) and none < successful (p <0.001); in the none

condition, Japan < U.S. (p < 0.001); in the unsuccessful condition, Japan < U.S. (p =
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0.047); in the successful condition, Japan < U.S. (p = 0.003); in the autonomous condition,
none < unsuccessful (p < 0.001) and none < successful (p < 0.001); in the teleoperated
condition, none < unsuccessful (p = 0.002); in the successful condition, teleoperated <

autonomous (p < 0.001).

. Autonomous
. Teleoperated

U.S. U.sS U.S.

Japan Japan S. Japan

(Teory3q) S9109s dreuuonsan()
\S} (%) B

[u—

None Unsuccessful Successful

Figure 4. Questionnaire results of ethical subscale

3.4 Transparent subscale

For the transparent subscale (Fig. 5), the analysis results showed significant
differences in the control factor (F (1, 284) = 5.830, p = 0.016, n?> = 0.020), in the
capability factor (F(2, 284)=9.113, p <0.001, n? = 0.060), and in the interaction effects
of the control and capability factors (F (2, 284) =3.713, p = 0.026, n?> = 0.025).

No significant difference was observed in the country factor (F (1, 284) = 2.724,
p=0.100, n?>=0.010), in the interaction effects of the control and country tactors (F' (1,
284)=0.170, p=0.680,1>=0.001), in the interaction effects of the capability and country
factors (F' (2, 284) =2.873, p = 0.058, n?> = 0.020), or in the interaction effects among all

the factors (F (2, 284) = 1.060, p = 0.348, > = 0.007).
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Multiple comparisons with the Bonferroni method revealed significant
differences between the capability and country factors in the following pairs: none <
unsuccessful (p <0.001) and none < successful (p <0.001); in the autonomous condition,
none < unsuccessful (p < 0.001) and none < successful (p < 0.001); in the teleoperated
condition, none < unsuccessful (p = 0.006), none < successful (p = 0.029); in the

successful condition, teleoperated < autonomous (p < 0.001).
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Figure 5. Questionnaire results of transparent subscale

3.5 Benevolent subscale

The assessment of the benevolent subscale (Fig. 6) showed significant differences
in the control factor (F (1, 284) = 7.341, p = 0.007, n? = 0.025), in the capability factor
(F(2,284)=10.853, p <0.001,n* = 0.071), in the country factor (F (1, 284) =36.055, p
<0.001,n?=0.113), in the interaction effects of the control and capability factors (F (2,
284) = 6.029, p = 0.003, n> = 0.041), and in the interaction effects of the defense and

country factors (F (2, 284) = 8.126, p < 0.001, ? = 0.054).
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No significant difference was observed in the interaction effects of the control and
country factors (F (1, 284) = 0.169, p = 0.681, n> = 0.001) or in the interaction effects
among all the factors (F' (2, 284) = 0.559, p = 0.573, 1> = 0.004).

Multiple comparisons with the Bonferroni method revealed significant
differences between the defense and country factors in the following pairs: in the Japan
condition, none < unsuccessful (p < 0.001) and none < successful (p <0.001); in the none
condition, Japan < U.S. (p <0.001); in the successful condition, Japan < U.S. (p = 0.005);
in the autonomous condition, none < unsuccessful (p < 0.001) and none < successful (p <
0.001); in the control condition, none < unsuccessful (p = 0.002); in the successful

condition, operator < autonomous (p < 0.001).
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Figure 6. Questionnaire results of benevolent subscale
3.6 Summary

Our experiment results show that in both countries, autonomous robots are

typically more trusted than teleoperated robots. In some cases, the latter were evaluated
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much more highly than the former (e.g., the Japanese participants trusted the teleoperated
robots more than the autonomous robots in the reliability subscale), but minority trends
did emerge in our experiment. Therefore, prediction 1 was not supported. The opposite
phenomenon was observed; the autonomous robots were more trusted than the
teleoperated robots.

The experiment results show that, although the Japanese participants trusted the
robots that protected the victims by using violence more than robots that merely watched
the victims, the U.S. participants did not. Therefore, prediction 2 was partially supported.
Following this result, prediction 3 was not supported, except for the Japanese participants
in the reliable subscale.

The results show that the U.S. participants trusted the robots more than the
Japanese participants, regardless of whether they were teleoperated or autonomous,

except for the transparency subscale. Therefore, prediction 4 was partially supported.

4 Discussion

4.1 Implications

Contrary to our predictions, the experiment results showed complex phenomena
due to combinations of the control, capability, and country factors. The main differences
in the country factor are trusting attitudes toward the robots and their actions. The U.S.
participants trusted the robot more than the Japanese participants, even though it did not
directly protect victims. Moreover, the U.S. participants evaluated the none condition
similar to other conditions, unlike the Japanese participants. In this condition, the victim
was clearly being harmed and was in a situation where help was clearly needed. A
previous study reported that when the circumstances of a person in need are ambiguous,

Japanese people tend to be less likely to help than Americans, but when it becomes clear
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that help is needed, this tendency reverses, and Japanese people tend to help more than
Americans [30]. From this perspective and considering collectivist culture, a robot that
merely observed the situation like a surveillance camera under conditions, where
assistance was clearly necessary, may have been perceived by Japanese individuals as
exhibiting irresponsible, untrustworthy, and antisocial behavior, leading to a lower
evaluation. On the other hand, from an individualistic cultural perspective, the act of
observing another person's trouble like a surveillance camera, even if unrelated to oneself,
may have been interpreted as prosocial behavior. In other words, perhaps the U.S.
participants believed that just performing an observation is worthwhile (implicitly
recording violent acts for future problem solving) in such violent situations. In fact, we
found almost no significant difference in trust depending on whether the robot defeated
the attackers or was overcome by them.

Moreover, the results show that in both countries, autonomous robots are typically
trusted more than teleoperated robots. This phenomenon may reflect the improved
performance of autonomous robots or the increased reliability and popularity of Al, which
might be influencing people's perceptions. Recent studies showed that people trusted
decisions from autonomous systems more than humans (recommendations in marketing
scenarios [31], moral evaluations [32], empathic expressions [33], and justified defection
in the context of indirect reciprocity at a specific situation [34]). Moreover, another study
reported that a low-autonomy robot (fully tele-operated by a human) was more acceptable
than a high-autonomy robot (capable of making decisions independently of the operator)
in low-risk settings, whereas no such trend was observed in high-risk settings [35]; it
implicitly suggests that an operator behind a robot did not increase the acceptance in
specific settings. These results implicitly suggest that autonomous robots are becoming

more trustworthy than human beings in some situations. Based on these reports, we
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believe that this can be interpreted positively, in that people generally seem to have faith

that such robots could one day be possible and a part of everyday life.

4.2 Cultural differences

One potential reason why Japanese participants preferred intervention might be a
societal emphasis on collaboration instead of individualism [36]. While this cultural
difference has various names, including collectivism/allocentrism  versus
independence/idiocentrism, Japan is generally deemed to be a collectivist society and the
U.S. an individualistic one.

In collectivist thought, the group’s well-being is prized over individual gains. This
notion is sometimes linked to Confucian, Buddhist, and Shinto ideals and traditions of
self-sacrifice associated with the warrior code of the samurai (bushido), which accepts
self-sacrifice for honor and loyalty, i.e., medieval warriors' privileges, accompanied by
duties akin to the concept of noblesse oblige [37].

Finally, the results show that the U.S. participants trusted the robots more than
their Japanese counterparts, an idea that provides additional evidence to support

previously presented results [2].

4.3 Legality of automating defense and emergency

Our study showed whether people would trust robots that defend victims via
violence from attackers. Although these results did not directly support the legality of
automating defense and emergency response systems, we believe that popular opinion
(technological acceptance and trust) can act as a driving force for adapting laws: if people
accept the idea and want robots that can help them to be safe, and increasingly start to
buy and use robots with some security features, we believe that this could put pressure on

law makers to ease restrictions [38][39].
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Related to this topic, one essential technical component is to recognize the context
of violent situations. In this study, we prepared a clear situation where an aggressor
attacks a victim, but in reality, the contexts of violence would be more complex. Correctly
understanding such contexts is essential to realizing legitimate action, including violence,
from robots. The performance of such violent (context) recognition systems is also
important for human trust toward robots that defend humans, as well as the legality of

automating defense and emergency response systems.

4.4 The validity of video-based studies

In this study, we employed video stimuli because such video-based methods are
common, cost-effective, and easy to implement, while offering interesting, vivid, and
motivating experiences that elicit a sense of presence [40]. If we did not show a consistent
specific video, and just asked participants verbally what they thought about robots
defending people, each participant might imagine a completely different scenario,
introducing much noise and many possible confounds that could cloud results. Other
related works reported that videos and live interactions have been seen in HRI to provide
similar results [41, 42], making videos useful for larger-scale online surveys of
participants from diverse locations, especially for exploratory studies [43].

However, videos are indirect and passive, not allowing interaction and missing
peripheral clues. By contrast, virtual reality (VR) offers greater immersion and facilitates
advanced measuring of eye movements and physiological data (at the cost of higher
cognitive load) [40]. Thus, for scenes involving violence such as are considered here,

caution will be important to avoid shocking participants too much.
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4.5 Limitations

This study faces several limitations. The results of the user study are limited by
the two countries we tested, the number of participants, simple backgrounds, similar-
sized masculine figures, and the procedure in which short animations were used as part
of an online survey. All participants observed violent behaviors in the experiment, so it
is difficult to compare the situations where they observed non-violent behaviors, which
are more common in real settings. Such animations might have failed to seem successfully
real or immersive, complicating judgments by the participants. Qualitative methods, such
as user interviews and free-description analysis, could give further insights.

Nevertheless, the method used in this study allows for a comparison with previous
works that used the same methodology while making it much more viable to recruit a
diverse group of participants. Furthermore, using short pre-made animations allows every
participant to have the same experience and undoubtedly decreases the chance of trauma
and possible injuries caused by physical interactions, such as damage to robots or injuries

to people.

5 Conclusion

This study focused on how people trust robots that defend victims with violence. We
addressed the existence of the operators and the cultural differences between Japan and
the U.S. Across web-based experiments, we identified the following two trends: (1)
cultural differences were seen in human trust toward robots in general as well as for the
question whether people preferred a robot that observed or one that intervened; (2) no
increased trust was observed in robots operated by humans. We believe that our
experimental results provide fundamental insights into how people can trust robots that
use violence to defend people, even if such actions are contrary to the three laws of

robotics.
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