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Having Too Many Robots for Apologies is Not Beneficial: Number and 

Cultural Effects of Apologizing Robots between Japan and the U.S. 

Effective apology behavior design has become increasingly important as social 

robots continue to be integrated into daily environments. Previous studies 

conducted in Japan suggest that when multiple robots apologize together, people 

tend to feel greater acceptance and trust than when only a single robot apologizes. 

However, it remains unclear whether 1) these findings hold in other cultural 

contexts and 2) how many robots are suitable for effective apologies. To answer 

these questions, we conducted two online surveys to investigate perceived 

impressions from participants in Japan and the United States. In the first survey, 

we used visual stimuli that depicted either one or two robots apologizing and 

measured the participants’ forgiveness and trust toward the robot(s). The 

participants in both countries viewed multi-robot apologies as more acceptable 

than single-robot apologies, aligning with earlier findings from Japan. In the 

second survey, we used visual stimuli that depicted apologizing by two, four, or 

six robots and measured the participants’ feelings of forgiveness and trust toward 

the robots. The participants in both countries viewed apologies from two robots 

as more acceptable than from either four or six robots. 

Keywords: robot apology; multiple robots; robot trust; forgiveness 

1. Introduction 

Social robots are increasingly being deployed worldwide in diverse, daily 

environments, a trend that accelerated by the COVID-19 pandemic when such robots 

helped minimize infection risks [1, 2]. Ongoing advances in interactive functions, along 

with improvements in remote operation, have facilitated the use of social robots in 

various public and communal settings, including cafeterias [3, 4], retail spaces [3-6], 

mass transportation systems [7-9], exhibitions [10-12], and senior-care facilities [13-

15]. 

To perform effectively in these settings, social robots must be perceived as 

trustworthy and reliable by the people with whom they interact. Accordingly, 

researchers have widely studied trust-building mechanisms in human-robot and human-
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agent interactions [16-21]. Attention to ethical dimensions, including gender 

considerations in robot design and decision-making, has been highlighted to enhance 

perceived trustworthiness [22-25]. Such efforts collectively underscore the importance 

of ensuring that as social robots become more prevalent, they will remain both 

technically capable and socially competent. 

Related to achieving trustworthy social robots, because even well-designed robots 

can make mistakes, understanding how they should apologize is critical for maintaining 

positive interactions. In fact, some studies have already investigated the effects of 

apology strategies to mitigate robots’ failures [26, 27]. For instance, these studies 

reported that robot apologies with the intention of recovering from a failed situation are 

more effective than simply apologizing for the robot's mistake. Recent research has 

focused on using multiple robots to deliver apologies [28]. This study found that in 

Japan apologies offered by two robots (rather than just one) distinctly affected attitudes 

toward forgiveness and perceived trust.  

However, the existing work on multi-robot apologies has been limited to Japan and 

has only investigated a maximum of two robots [28]. Because prior studies argued that 

cultural norms can shape the function and meaning of apologies [29-32], it is unclear 

whether the positive effects observed for multiple robots in a Japanese context are 

generalizable to other cultures as well as the appropriate number of robots for 

apologizing behaviors. Examining the influence of multiple-robot apologies in different 

cultural settings with various numbers of robots is therefore vital for developing robust 

design principles for social robot behaviors. 

Therefore, this study addresses whether the findings from Japan apply to the United 

States and investigates effective robot numbers in apology settings (Fig. 1). Although 

this paper is an extended version of previous work by Shiomi et al. [33], we added a 
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new research question from the perspective of the effective numbers for robot 

apologies; accordingly, this paper contains an additional experiment, an analysis of its 

results, and more detailed discussions. 

 

Figure 1. Multiple robots’ apologies (captured from our experiment’s visual stimuli) 

2. Theoretical Frameworks 

2.1 Apology and cultural differences in human-human and human-robot 

interaction 

In human-human interaction, apologizing is a common strategy to mitigate 

failures not only in human-human but also human-robot interactions. In fact, several 

studies have already been conducted to understand the meaning of apologies and their 

trust-repairing processes [34-37]. In particular, the importance of apologizing with an 

internal or external attribution on trust-repairing has been broadly investigated [38, 39]. 

Different studies explored apologies as a means of reinforcing social bonds [34], 

highlighted their potential to strengthen relationships [35], and investigated cost-related 

factors for designing effective apology behaviors [36, 37]. Computational perspectives 

on apologies have also been examined in game-theoretic contexts, such as the Prisoner’s 

Dilemma [40, 41]. 

Cultural differences are one growing topic in apology studies because cultures 

have strong influences on the styles and meaning of apologies. In fact, a past study 

places Japan and the United States at opposite poles on well-established individualism–

collectivism scales [42]. Because collectivist cultures foster a sense of shared agency, 

whereas individualist cultures prioritize personal accountability, such differences are 
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likely to alter how apologies are interpreted. Several studies focused on culture-specific 

apology behaviors [30, 43, 44], suggesting the need for appropriate apology strategies 

due to each cultural context. 

Due to the advances of social robots that act in real settings, researchers in 

human-robot interaction have also focused on apology strategies for them. For example, 

researchers reported that the effectiveness of apology and compensation mitigates 

robot’s failure [26]. Another study reported on the effectiveness of demonstrating self-

awareness and ownership of robot’s mistakes [27]. A recent study focused on 

appropriate bowing behaviors of a robot to express effective apologies [45]. However, 

in robots’ apology context, there is less focus on cultural differences.  

Therefore, in this study, we focused on how the effects of robot apologies are 

different between Japan and the United States (the U.S). The reasons why we selected 

the U.S are 1) as described above, Japan and the U.S. stand at opposite ends of well-

established individualism–collectivism indices [42], which have influenced on the 

perceptions of robot apologies, and 2) the U.S. is the most extensively studied Western 

culture in social-robot research, then replicating Japanese findings with U.S. 

participants not only tests cross-cultural generalizability but also facilitates comparison 

with the bulk of existing HRI literature. Based on these considerations, we will discuss 

the detailed hypotheses and predictions in the next subsection. 

 

2.2 Effects of multiple robots in various settings 

Robotics researchers have been broadly investigating the effects of using 

multiple robots in various domains [46]: information-providing tasks [47-50], 

enhancing motivation [51-53], persuasive technology [54-56], product 

recommendations [3, 4, 57, 58], cute designs for robot behaviors [59], and robot-robot 
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interaction designs [60-64]. These studies can collectively be viewed as empirical tests 

of the Social Impact Theory [65] in different settings. The Social Impact Theory models 

social influence as a multiplicative function of the number, strength, and immediacy of 

influence sources, predicting that larger source sets exert a stronger impact. By 

manipulating only the “number” term, these studies showed the effectiveness of multi-

robot settings. Following these findings, increasing the number of apologizing robots 

would amplify the effectiveness, too. 

In fact, a previous study in Japan showed that apologies offered by multiple 

robots can be more effective than those delivered by a single robot [28]; perhaps, such 

multiple robot apologies would be perceived as more costly than a single robot apology. 

Although research outside Japan has not focused specifically on multi-robot apologies, 

other studies suggest that employing more than one robot is advantageous in various 

contexts: enhancing information-providing tasks [66], education support for children 

[50, 67-69], public exhibitions [49, 57], collaborative navigation [70], and managing 

peer pressure [56, 71-73]. Similarly, work within Japan has examined multiple-robot 

systems for such applications as drawing attention in advertising [3, 4, 57], boosting 

motivation and performance [52, 74], and addressing peer pressure [55]. Moreover, 

even though the only human-human interaction perspectives, a past study reported that 

numerosity effects are robust across cultural contexts [75]. Collectively, these studies 

imply that multi-robot interactions may be beneficial across different cultural settings. 

Based on these considerations and the wider effects of the Social Impact Theory, 

we hypothesized that the enhanced acceptance of multi-robot apologies found in Japan 

will also manifest in other cultural contexts. We predicted that if two robots jointly 

apologized for a failure, U. S. participants would find these apologies more acceptable 

than those from a single robot, mirroring findings from Japan. 
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Prediction 1: If multiple robots apologize for a failure/mistake, U.S. participants 

will accept the apologies more than just one robot's apology, similar to Japanese 

participants. 

Prediction 2: If multiple robots apologize for a failure/mistake, U.S. participants 

will trust the apologies more than just one robot's apology, similar to Japanese 

participants. 

 

2.3 Appropriate number of robots in apology 

Following the Social Impact Theory [65], increasing the number of robots would 

simply increase their influence. Past studies reported that more robots strongly attracted 

peoples’ attention [57], and six exhibited stronger peer pressure effects than two or four 

robots [55]; these studies suggested the effectiveness of increasing the number of 

robots. 

However, we thought that increasing the number of robots is not always 

effective, and that there is an appropriate number for each task. For example, one study 

reported that too many robots may lower their acceptance of the robots in the context of 

the feeling of kawaii [59]. Another study argued that excessive apology has a risk of 

being perceived as an intentional action to get forgiveness [76]. From the perspective of 

Social Impact Theory [65], increasing numbers can sometimes weaken other elements, 

particularly immediacy (defined as the perceived closeness or intimacy of the 

communication). Following this context, an excessive number of robots or apologies 

may be inappropriate, as reported in the above studies; if the failure is relatively minor, 

an apology from too many robots may be perceived as insincere or regarded as an 

intentional action. Based on these considerations, we hypothesized that involving too 
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many robots when apologizing is unacceptable in both Japan and the U.S. We predicted 

that two robots would be received better than either four or six robots: 

Prediction 3: Participants in Japan will forgive the robot’s failure more when 

two robots apologize than when four or six apologize. 

Prediction 4: Participants in the U.S. will forgive the robot’s failure more when 

two robots apologize more than four or six apologize. 

2.4 Summary of our study 

This study investigated the above four hypotheses through two experiments. 

Experiment 1 tackled H1 to H2 by a test where participants perceived different 

acceptance of apology and trust toward apologies from a single/multiple robots, in both 

Japan and the U.S. For this purpose, we measured participants’ feelings of forgiveness 

and trust by conducting a web-based survey. As described below, we employed data 

from a previous Japanese study [28] for comparison, and then we measured both items. 

Experiment 2 tackled H3 and H4 by a test where participants perceived different 

acceptance of apology toward apologies from two/four/six robots, in both Japan and the 

U.S. For this purpose, we simply measured participants’ feelings of forgiveness by 

conducting an additional web-based survey, different from Experiment 1.  

3. Experiment 1: Cultural differences of multiple robots’ apologies between 

Japan and the U.S. 

3.1 Visual stimuli and conditions 

We employed the visual stimuli from a past study [28], merely translating the 

robot’s spoken script into English. In each stimulus, a food-service robot (Pepper [77]) 

accidentally dropped a customer’s order and offered an apology. Each video was 

approximately 30 seconds long, with 1286 × 762 pixel resolution at 30 fps. The 
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experiment employed a number factor; i.e., the number factor of robots that apologized 

(one vs. two). Moreover, we employed a country factor, i.e., Japan and US. 

To illustrate the setup, two robots were stationed in a hypothetical restaurant 

environment. The secondary robot enters the frame from the left edge, moves across to 

the right edge, and then exits the frame (Fig.2 -a, b). The primary robot approached with 

an ice cream cone, saying, “Here you are.” Unfortunately, it dropped the cone and 

apologized (Fig.2-c), “I’m so sorry,” and offered a free replacement. We adopted the 

combined apology and compensation approach on the basis of prior work identifying 

suitable mitigation strategies for robot failures [26]. That study demonstrated that 

apology-only and compensation-only strategies vary in effectiveness depending on 

users' attitudes toward the robot, but such attitudes cannot be identified in advance in 

real-world settings. By pairing an apology with compensation, we aimed to 

accommodate both preference profiles and ensure broader applicability of the mitigating 

strategy. Another study also employed such a combination as a basic apology strategy 

[78], therefore, combining them would be rational. Here we described the differences 

between one and two conditions: 

One condition:  Only the primary robot apologized; the secondary robot 

appeared briefly at the beginning, but not during the apology. 

Two condition: The secondary robot entered from the right and bowed in 

apology after the primary robot’s failure, demonstrating a coordinated apology (Fig.2-

d). 

In both scenarios, the secondary robot did not speak to maintain consistent 

verbal apology content across the conditions. 
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(a)                            (b)                           (c)                             (d) 

Figure 2 Screenshots from the visual stimuli in Experiment 1 

 

3.2 Measurements 

We measured the participants’ forgiveness of the robot’s failure (for prediction 

1) and their perceived trust (for prediction 2) in the robot. For this purpose, we adapted 

several established scales: the forgiveness scale (the degree to forgiveness) [79], 

negative word-of-mouth (NWOM, the degree to want to spread negative word of 

mouth), performance trust from the Multi-Dimensional Measure of Trust (MDMT v2; 

reliable and competent subscales, trust from performance aspects) [80], moral trust from 

the MDMT v2 (ethical, transparent, and benevolent subscales, trust from moral aspects) 

[80], and intention to use (ITU, the degree of social acceptance) [81]. All items were 

rated on a 7-point scale (1 = most negative, 7 = most positive). We note that all English 

items were translated into Japanese and back-translated by a bilingual expert. 

Because online surveys can introduce variability in participants’ attention  [82, 

83], we incorporated two control questions to confirm that our respondents carefully 

watched the videos and followed instructions: 1) The video-content checks investigated 

whether the participants identified which item the robot dropped from among four 

options and what the robot did in the video among three options; those who answered 

incorrectly were excluded. 2) The instruction-compliance check determined whether 

participants left certain items blank following the instructions; those who disregarded 

this instruction were also excluded. 
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3.3 Procedure 

All the procedures were approved by the Advanced Telecommunication 

Research Review Boards (501-3). A consent form was presented on the initial webpage, 

and only participants who agreed to its terms were permitted to continue. Next 

participants were given an overview of the study, guidance for evaluating the videos, 

and a sound check to ensure that their audio playback was functioning adequately. 

Written descriptions provided context for imagining a cafeteria setting operated by 

multiple robots. 

We employed a within-participant design. Participants viewed a video under an 

apology condition (one or two robots) and completed a relevant questionnaire. They 

then viewed the second video depicting the alternate condition and answered the same 

set of questions. The order of the two conditions was counterbalanced to minimize order 

effects. Participants completed the control questions following both videos to verify 

attention and instruction compliance. 

3.4 Participants 

Before conducting the experiment, we performed an a priori power analysis 

using G*power [84] (small effect size = 0.10, power = 0.80, and α = 0.05). The required 

sample size was 200 participants. Therefore, first, we recruited 200 people in the United 

States through Amazon Mechanical Turk (AMT), anticipating potential exclusions. 77 

identified as women, 121 as men, and 2 declined to provide gender information. After 

removing invalid responses, i.e., incomplete data or consistently identical ratings, 122 

valid datasets remained (50 women, 71 men, and 1 who declined to specify). All 

participants received a nominal payment (under USD 5), regardless whether their 

responses were ultimately included. To examine cultural differences, we also employed 

the data from a previous Japanese study [28], which originally included 203 individuals 
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(101 women, 101 men, and 1 who declined to specify) and yielded 168 valid responses 

(81 women, 86 men, and 1 undisclosed). In total, the number of valid participants is 

290, over the required sample size. Because the Japanese dataset had already been 

analyzed [28], our principal contribution in Experiment 1 is comparing those 

established results with responses from the new U.S. participants.  

 

Figure 3.   Questionnaire results from a previous study conducted in Japan [28] and 

additional data from the U.S. Where interaction effects reach significance, only the 

corresponding simple main effects are shown. 

3.5 Results 

Prior to the main analysis, Shapiro–Wilk tests were conducted to assess the 

normality of the distributions for each item. The results indicated that none of the 

distributions satisfied the assumption of normality (p < .001 for all conditions), thus we 

decided to use non-parametric methods for subsequent analyses. Therefore, we 

conducted an aligned rank transform (ART) ANOVA [85] with the number factor (one 

and two) and the country factor (JP and US) as factors for all questionnaire items (Fig. 
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3). We employed the Holm method to correct the threshold of the p-values in the 

statistical testing. We note that although this study focused on predictions 1 and 2, 

which do not focus on the interaction effects between the factors of number and 

country, we conducted post hoc tests to explore the simple main effects when a 

significant interaction was found as an exploratory analysis for a deeper understanding. 

For the forgiveness scale (Cronbach’s alpha was 0.879), a significant main effect 

emerged for the number factor (one < two, F(1, 288) = 12.808, p < 0.001, partial η² = 

0.043). No main effect was found for the country factor (F(1, 288) = 1.451, p = 0.229, 

partial η² = 0.005) or interaction between them (F(1, 288) = 3.3234, p = 0.069, partial η² 

= 0.011). 

For the NWOM scale (a lower score is better, Cronbach’s alpha was 0.903), a 

significant main effect emerged for the number factor (two < one, F(1, 288) = 18.201, p 

< 0.001, partial η² = 0.059). There was no main effect of the country factor (F(1, 288) = 

0.130, p = 0.719, partial η² = 0.001) or significant interaction (F(1, 288) = 0.018, p = 

0.893, partial η² = 0.001). 

For the reliable subscale (Cronbach’s alpha was 0.844), there were significant 

main effects for the country factor (US < JP, F(1, 288) = 16.926, p < 0.001, partial η² = 

0.056) and interaction effects (F(1, 288) = 9.523, p = 0.002, partial η² = 0.032). We 

found no main effect of the number factor (F(1, 288) = 1.537, p = 0.216, partial η² = 

0.005). Post hoc analyses using Wilcoxon rank sum tests to examine simple main 

effects of the country factor showed significant differences: US’s one < JP’s one (p = 

0.003, r = 0.175), and US’s two < JP’s two (p < 0.001, r = 0.274). Post hoc analyses 

using Wilcoxon signed-rank sum test to examine simple main effects of the number 

factor showed a significant difference: JP’s one < JP’s two (p < 0.001, r = 0.185). 
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For the competent subscale (Cronbach’s alpha was 0.890), there were significant 

main effects for number factor (one < two, F(1, 288) = 18.128, p < 0.001, partial η² = 

0.059) and interaction effects (F(1, 288) = 14.169, p < 0.001, partial η² = 0.047). We 

found no main effect of the country factor (F(1, 288) = 3.753, p = 0.054, partial η² = 

0.013). Post hoc analyses using Wilcoxon rank sum tests to examine simple main 

effects of the country factor showed a significant difference: US’s two < JP’s two (p = 

0.005, r = 0.167). Post hoc analyses using Wilcoxon signed-rank sum test to examine 

simple main effects of the number factor showed a significant difference: JP’s one < 

JP’s two (p < 0.001, r = 0.317). 

For the ethical subscale (Cronbach’s alpha was 0.903), there were significant 

main effects for the number factor (one < two, F(1, 288) = 38.651, p < 0.001, partial η² 

= 0.118), the country factor (US < JP, F(1, 288) = 4.708, p = 0.031, partial η² = 0.016), 

and interaction effects (F(1, 288) = 11.250, p < 0.001, partial η² = 0.038). Post hoc 

analyses using Wilcoxon rank sum tests to examine simple main effects of the country 

factor showed a significant difference: JP’s one < US’s one (p = 0.005, r = 0.164). Post 

hoc analyses using Wilcoxon signed-rank sum test to examine simple main effects of 

the number factor showed a significant difference: JP’s one < JP’s two (p < 0.001, r = 

0.344). 

For the transparent subscale (Cronbach’s alpha was 0.866), there were 

significant main effects for the number factor (one < two, F(1, 288) = 12.673, p < 0.001, 

partial η² = 0.042) and the country factor (JP < US, F(1, 288) = 15.266, p = 0.001, 

partial η² = 0.050). The interaction effect was not statistically significant (F(1, 288) = 

0.866, p = 0.353, partial η² = 0.003).  

For the benevolent subscale (Cronbach’s alpha was 0.930), there were 

significant main effects for the number factor (one < two, F(1, 288) = 25.953, p < 0.001, 
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partial η² = 0.083), the country factor (US < JP, F(1, 288) = 4.866, p = 0.028, partial η² 

= 0.017) and interaction effects (F(1, 288) = 19.137, p < 0.001, partial η² = 0.062). Post 

hoc analyses using Wilcoxon rank sum tests to examine simple main effects of the 

country factor showed a significant difference: JP’s one < US’s one (p = 0.001, r = 

0.191). Post hoc analyses using Wilcoxon signed-rank sum test to examine simple main 

effects of the number factor showed a significant difference: JP’s one < JP’s two (p < 

0.001, r = 0.348). 

For the ITU subscale (Cronbach’s alpha was 0.937), there were significant main 

effects for number factor (one < two, F(1, 288) = 17.062, p < 0.001, partial η² = 0.056) 

and interaction effects (F(1, 288) = 8.849, p = 0.003, partial η² = 0.030). There was no 

main effect for the country factor (F(1, 288) = 3.288, p = 0.071, partial η² = 0.011). Post 

hoc analyses using Wilcoxon rank sum tests to examine simple main effects of the 

country factor showed a significant difference: US’s two < JP’s two (p = 0.013, r = 

0.145). Post hoc analyses using Wilcoxon signed-rank sum test to examine simple main 

effects of the number factor showed a significant difference: JP’s one < JP’s two (p < 

0.001, r = 0.231). 

 

3.6 Discussion of Experiment 1 

In both Japan and the United States, participants generally responded more 

positively to apologies offered by multiple robots than those delivered by a single robot, 

as evidenced by higher scores on the forgiveness and NWOM measures; thus, 

prediction 1 was supported.  

However, the exploratory analysis about the interaction effects showed that the 

effect of the number factor on the trust subscales varied between the two countries. 

Compared to Japanese participants, Americans showed smaller differences in trust-
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related ratings between the single- and multi-robot apology conditions, where the only 

transparent subscale was an exception; thus, prediction 2 was not supported.  

This study explored how participants in two different countries respond to 

apologies issued by multiple robots. Although cultural differences in the perceptions of 

apologies have been reported [29-32], our findings indicate that, overall, multi-robot 

apologies are more favorably received than single-robot apologies in both cultural 

contexts. These outcomes offer an additional perspective on the potential advantages of 

using multiple robots, specifically for managing mistakes and preserving positive user 

perceptions. They also provide additional evidence of the validity of the Social Impact 

Theory [65] in the context of robot apology. 

Interestingly, differences emerged in the participants’ trust-related evaluations. 

Americans appeared less influenced by having multiple robots apologize than their 

Japanese counterparts, potentially reflecting distinctions between a culture emphasizing 

individual agency (the United States) and another emphasizing collective agency 

(Japan) [42]. In the former, an apology delivered by an additional robot may have a 

limited impact on how a participant evaluates the robot that made a mistake. By 

contrast, in the latter, people may view robots as members of an interconnected group, 

leading to a more pronounced effect when another “in-group” robot contributes to the 

apology. Indeed, prior research suggests that Japanese people are more likely to 

apologize for failures in which they were not directly involved [30]. Thus, one 

alternative explanation is that Japanese participants viewed the absence of a joint 

apology (i.e., when the secondary robot did not apologize) less favorably, thus reducing 

certain trust ratings. 

As an additional analysis, we investigated the correlations between all measures; 

the results showed that all measures showed significant correlations with each other. 
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Although this analysis could not provide clear causal relationships between them, we 

thought that apologies involving multiple robots increased perceived trust and 

forgiveness, as well as decreased NWOM. Investigating the causal relationship between 

the number of robots and the effects of apologies would be an interesting research topic. 

We note that to avoid redundant explanations about them here, we have prepared the 

full correlation tables, as well as the full statistical results of the ART ANOVA, in the 

supplementary data file. 

 

4 Experiment 2: Effects of the number of robots on apologies between Japan 

and the U.S. 

4.1 Visual stimuli and conditions 

We modified the visual stimuli of Experiment 1, adding more robots for the 

apology timing. We employed two, four, and six robots because such numbers were 

also employed in a past study that investigated the effects of the number of robots [55]. 

The video starts with the primary robot bringing an ice cream cone; the same action is 

used to apologize after it is dropped. After that, a different number of robots appears, 

depending on the conditions, and they bow without any verbal information. We 

prepared six videos (the number factor: two, four, and six robots, the country factor: 

Japan and U.S.). Each video was approximately 25 seconds long, with 1920 × 780 pixel 

resolution at 30 fps.  

4.2 Measurements 

We measured the participants’ forgiveness of the robot’s failure. We again 

adapted established scales: the forgiveness scale [79] and the negative word-of-mouth 

(NWOM). All items were rated on a 7-point scale (1 = most negative, 7 = most 
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positive). We employed two control questions to confirm that respondents watched the 

videos carefully and followed instructions. 

4.3 Procedure 

The experiment procedure of Experiment 2 was identical as Experiment 1. All 

the procedures were approved by the Advanced Telecommunication Research Review 

Boards (501-3). A consent form was presented on the initial webpage, and only 

participants who agreed to its terms were permitted to continue. We again employed a 

within-participant design for the number factor. Thus, participants viewed a video under 

one apology condition (two, four, or six) and completed a relevant questionnaire. They 

then viewed the rest of the videos and answered the same set of questions. The order of 

the three conditions was counterbalanced to minimize order effects. Participants 

completed the control questions following both videos to verify attention and instruction 

compliance. 

4.4 Participants 

Before conducting the experiment, we performed an a priori power analysis 

using G*power [84] (small effect size = 0.10, power = 0.80, and α = 0.05). The required 

sample size was 164 participants. Therefore, first, we recruited 344 Japanese people 

through a local company. After removing invalid responses, i.e., incomplete data or 

consistently identical ratings, 265 valid datasets remained (134 women, 131 men). Also, 

300 individuals in the United States were recruited through Amazon Mechanical Turk 

(AMT). After removing invalid responses, i.e., incomplete data or consistently identical 

ratings, 273 valid datasets remained (150 women, 122 men, and 1 who declined to 

specify). In total, the number of valid participants is 538, over the required sample size. 
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All participants received a nominal payment (under USD 5), regardless whether their 

responses were ultimately included. 

4.5 Results 

Prior to the main analysis, Shapiro–Wilk tests were conducted to assess the 

normality of the distributions for each item. The results indicated that none of the 

distributions satisfied the assumption of normality (p < .001 for all conditions), thus we 

decided to use non-parametric methods for subsequent analyses. Therefore, we 

conducted an aligned rank transform (ART) ANOVA [85] with the number of robots 

delivering an apology (two, four or six) and the country factor (JP and US) as factors for 

all questionnaire items (Fig. 4). We employed the Holm method to correct the threshold 

of the p-values in the statistical testing. Similar to Experiment 1, we conducted the 

analysis of the interaction effects as an exploratory analysis for a deeper understanding. 

For the forgiveness scale (Cronbach’s alpha was 0.937), significant main effects 

emerged for the number factor (F(2, 1072) = 106.792, p < .001, partial η² = 0.166), the 

country factor (US < JP, F(1, 536) = 23.828, p < 0.001, partial η² = 0.043) and 

significant interaction effect (F(2, 1072) = 51.034, p < 0.001, partial η² = 0.087). Post 

hoc analyses using Wilcoxon rank sum tests to examine simple main effects of the 

country factor showed significant differences: JP’s four < US’s four (p < 0.001, r = 

0.214), and JP’s six < US’s six (p < 0.001, r = 0.284). Post hoc analyses using Wilcoxon 

signed-rank sum test to examine simple main effects of the number factor showed a 

significant difference: JP’s four < JP’s two (p < 0.001, r = 0.357), JP’s six < JP’s two 

(p < 0.001, r = 1.000), JP’s six < JP’s four (p < 0.001, r = 1.000), US’s six < US’s two 

(p < 0.001, r = 0.192), and US’s six < US’s four (p < 0.001, r = 0.175). 

For the NWOM scale (a lower score is better, Cronbach’s alpha was 0.917), 

significant main effects emerged for the number factor (F(2, 1072) = 46.324, p < 0.001, 
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partial η² = 0.080) and significant interaction effect (F(2, 1072) = 17.616, p < 0.001, 

partial η² = 0.032). No significant main effect was found for the country factor (F(1, 

536) = 0.0326, p = 0.857, partial η² < 0.001). Post hoc analyses using Wilcoxon rank 

sum tests to examine simple main effects of the country factor showed a significant 

difference: JP’s two < US’s two (p < 0.001, r = 0.143). Post hoc analyses using 

Wilcoxon signed-rank sum test to examine simple main effects of the number factor 

showed a significant difference: JP’s two < JP’s four (p < 0.001, r = 0.309), JP’s two < 

JP’s six (p < 0.001, r = 1.000), JP’s four < JP’s six (p < 0.001, r = 0.228), US’s two  < 

US’s four (p = 0.014, r = 0.105), US’s two < US’s six (p < 0.001, r = 0.195), and US’s 

four < US’s six (p = 0.026, r = 0.095). 

 

 

Figure 4.  Questionnaire results of Experiment 2. Where interaction effects reach 

significance, only the corresponding main effects are shown. 
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4.6 Discussion of Experiment 2 

Next, we summarize the experiment results. In Japan, the participants generally 

responded more positively to apologies offered by two robots than those delivered by 

four and six, as evidenced by higher scores on forgiveness and lower scores on the 

NWOM measures. On the other hand, in the U.S., participants responded more 

positively to apologies offered by two robots than those delivered by six robots but not 

four. Therefore, prediction 3 was supported; prediction 4 was partially supported.  

 These results showed that increasing the number of apologizing robots tended to 

worsen evaluations of the apology in both countries. Notably, the magnitude of this 

deterioration was larger among Japanese participants than among U.S. participants. A 

straightforward conformity-based account does not satisfactorily explain this pattern. 

Popular stereotypes sometimes portray Japanese people and culture as especially 

conformist compared with the U.S. On that view, larger apologizing groups should have 

been relatively more persuasive in Japan. However, past research has reported broadly 

similar levels of conformity in Japan and the U.S. [86]. Accordingly, a conformity 

explanation appears insufficient for the present findings.  

There are two possible explanations for this. The first is negative attitudes 

toward excessive apologies. A study conducted in Japan showed that excessive 

apologies by a robot for minor mistakes (e.g., bowing longer or deeper for a simple 

error) receive lower evaluations [45]. Although this past study focused only on bow 

depth and duration, in our setting, increasing the number of robots may similarly have 

made the apologies seem excessive, leading to lower evaluations. Another possibility is 

that Japanese participants perceived the multi‑robot apology as substantively 

insufficient. In our experiment, only the primary robot verbalized the apology, whereas 

the additional robots merely bowed after a delay. As the group grew, the proportion of 
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light apologies increased, possibly leading participants to judge the group’s apology as 

insufficient apologies overall. 

To distinguish between these possibilities, future work should include 

questionnaire items that assess perceived excessiveness and sufficiency of the apology, 

and/or add conditions that standardize the content and timing of multiple robots’ 

apologies (e.g., all robots speak or all bow synchronously). These extensions would be a 

valuable direction for future research and would deepen the present findings. 

We additionally investigated the correlations between all measures; the results 

showed that all measures showed significant correlations with each other similar to 

Experiment 1. In this experiment, we did not measure perceived trust, but a similar 

phenomenon might have appeared. To avoid redundant explanations about them here, 

we prepared the full correlation tables as well as the full statistical results of ART 

ANOVA in the supplementary data file. 

5 General Discussion 

5.1 Implication 

Through two experiments, our research consistently demonstrated that two-robot 

apologies showed better performance in the context of a failure in a restaurant setting, 

which is typically chosen to investigate the effects of robot apology strategy [26]. A 

past study reported that in various countries, costly apologies are generally more 

effective than no-cost apologies [87], although our study suggests that simply increasing 

the cost of apologies is ineffective, at least in robot apology settings.  

Related to this point of view, note that the effectiveness of increasing the 

number of robots is limited in the context of apologizing, unlike contexts of peer 

pressure [55] or advertising [57]. More robots increase the social pressures or 
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attractiveness and strengthen these social influences. Of course, such strong social 

pressures are not appropriate for apology settings. A sincere attitude is necessary for an 

apology, and we must avoid designing behavior that implies any sense of coercion to 

the acceptance of apologies. In this study, we focused on how the number of robots 

affected the cost of apologizing; interesting future work might examine the impact of 

verbal and non-verbal information on such costs and the perceived coercion of 

apologies. 

5.2 Limitations 

We note several limitations of our study. First, it only examined one type of 

robot (Pepper), specific numbers of robots (two, four, or six), and a specific failure 

(dropping an ice cream cone). Different results might emerge if more humanlike 

androids [88-90] or other robotic platforms were used [91-93], as well as more robots in 

the apologies. Second, although we incorporated data from both Japan and the United 

States, additional research in other cultural settings could generate broader insights into 

how social and cultural norms shape perceptions of multi-robot apologies. Third, we did 

not use the “not applicable” option in the use of the Multi-Dimensional Measure of 

Trust (MDMT) v2 questionnaires, which would limit the validity of a part of the 

experimental results. Such a broader approach might facilitate the design of robots that 

are better aligned with the diverse values and expectations of users around the globe. 

Fourth, we did not measure participants' mind-perception of the robot, even though such 

perceptions may influence the acceptance of robot apologies. Because we used a within-

participant design, i.e., every participant experienced each condition, any stable 

tendency to attribute more or less “mind” to the robot was held constant. Nevertheless, 

examining how individual differences in mind-perception moderate responses to robot 

apologies remains an important direction for future research. Finally, our findings do 
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not reflect a pure apology effect because we employed the combination approach of 

apology and compensation. Nevertheless, in commercial service contexts, apologies are 

seldom offered on their own; they are typically accompanied by a concrete form of 

redress (e.g., a voucher, refund, or replacement). Therefore, we thought that our 

manipulation would provide knowledge about a more realistic situation than a stand-

alone apology. 

6 Conclusion 

This study investigated the cross-cultural perceptions of multi-robot apologies in 

Japan and the United States. The first experiment compared one- and multiple-robot 

apologies, revealing that participants in both countries generally found apologies from 

multiple robots more acceptable than those from a single robot, particularly in terms of 

forgiveness and negative word-of-mouth (NWOM). However, trust-related measures 

showed that U.S. participants were somewhat less influenced by the number of 

apologizing robots than their Japanese counterparts. 

To extend these findings, our second experiment further explored varying 

numbers of robots (two, four, and six) in both countries. Across this expanded range, 

two-robot apologies consistently elicited the most favorable responses, suggesting that 

simply increasing the number of apologizing robots beyond two does not yield 

additional benefits. Taken together, these results underscore the importance of carefully 

calibrating the number of robots who are apologizing, while also accounting for cultural 

differences in how trust is formed. This knowledge can inform the design of social 

robots that effectively restore user satisfaction and confidence following failures. 
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