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Designing Standing Position and Voice Cues for a Robot Riding in a

Social Elevator

Recent technological advances have enabled robots to move across multiple
floors by elevators. While various technologies allow robots to operate in such
settings, most related studies have focused primarily on the robots themselves as
they enter and ride elevators, e.g., examining the social behaviors of the robots
around them. In contrast, limited attention has addressed the social behaviors
from the elevator perspective, i.e., developing social elevators and their
coordination with robots have received much less focus. To solve these problems,
we first conducted a data collection to analyze passengers’ preferred standing
positions in an elevator to design standing positions for robots in social elevators.
Building on the knowledge gleaned from the data collection, we decided on a
mobile robot’s behaviors in an elevator and investigated the effects of voice cues
for both an elevator and a robot. In our experiment, either the elevator, the robot,
or both provided voice cues to passengers when the robot rode the elevator and
we evaluated the participant impressions of each device. The results showed that
the robot’s use of voice cues produced positive effects for the elevator and vice
versa, although if both alternately deployed voice cues, no additional benefits

were identified.
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preferred standing position; voice cue

Introduction

Mobile robots have increasingly gained the ability to navigate buildings using
elevators [1-4]. Several studies have enabled them to manipulate car operating panels by
robotic arms [5-7], and others have employed vision-based methods for car operating
panel recognition [8-10]. An alternative strategy is to upgrade the elevators themselves,
allowing direct communication between elevators and mobile robots [11-13]. Through
these approaches, researchers have demonstrated how robots can satisty everyday

mobility requirements in multi-floor environments.
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In addition to these technical contributions, some researchers have examined robots’
social behaviors around elevators. For instance, studies have explored how robots might
use visual and auditory cues (e.g., LED indicators or sound signals) when entering or
riding an elevator with humans [14, 15]. Others investigated passengers’ preferences
regarding where a mobile robot or a person should stand inside the elevator [16], as well
as whether robots should wait in a machine-like or a human-like manner [17]. Such
findings indicate that social acceptability is critical when mobile robots and humans
share elevator space.

Unfortunately, previous work has often focused on the robot’s actions alone, such as
how a robot itself signals intentions or communicates with passengers. In contrast, scant
attention has addressed the elevator’s perspective, particularly the potential for a social
elevator that can convey voice cues or facilitate collaboration with mobile robots. We
focused on this issue because some future low-cost robots may lack speech capabilities,
requiring them to rely on the elevator’s voice outputs to enhance social interactions. The
elevator itself must directly interact with passengers. Additionally, if improved
coordination between elevators and mobile robots increases the perceived
appropriateness of voice cues, then both elevator technology and mobile robot design
will benefit from new insights into collaborative behaviors.

Based on these considerations, we examined how the voice cue designs provided by
an elevator and a mobile robot influence social acceptance when the latter is taking an
elevator (Fig. 1). We investigated these questions by preparing a teleoperated mobile
robot and a social elevator, each capable of audibly providing information to human
passengers.

We additionally investigated the passengers’ standing positions inside the elevator in

actual settings. Although past studies reported the preferred standing positions of
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passengers inside an elevator, one study was conducted on a web survey with an
elevator of a specific size (in a different country from our experiments) [16] or using an
elevator whose car operating panel was located only in the center of one side [18].
Preferred standing positions in elevators would be influenced by factors such as elevator
design variations across different cultures and whether a country follows left- or right-
hand traffic conventions, but these past studies have not fully addressed how these
factors impact positioning in real-world elevator scenarios. Therefore, we reproduced a
similar data collection but in actual elevator use cases to design more appropriate
standing positions for mobile robots in Japan.

Following these considerations, we answer two research questions: RQ1: Where are
the preferred standing positions for passengers in an elevator? RQ2: How should the
voice cues be designed in combination with a social elevator and a mobile robot?
Although this paper is an extended version of previous work by Shiomi et al. [19], it
contains more related works, additional experiments and analyses that investigated

standing positions in elevator use, and more detailed discussions.

Fig. 1 Mobile robot takes a social elevator
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Related Work

Human-elevator interaction

A number of studies have examined how people use elevators, focusing on such
aspects as in-elevator behavior, standing positions, and the role of waiting times. For
instance, a past study employed a smart elevator that was equipped with multiple sensor
devices to analyze standing preferences and movement patterns [18]. Another study
investigated through a web-based survey where mobile robots and humans should stand
in an elevator to ensure socially acceptable robot behaviors [16]. Another past study
explored both waiting and transit times and perceived stress through online surveys, and
their result emphasized the importance of psychological factors in elevator use [20].
From another perspective, several researchers achieved voice-based interaction
capabilities for elevators [21, 22].

Collectively, these investigations unveiled essential elements of human-elevator
interaction, including standing-position choices and the influence of waiting times.
However, these standing-position studies were carried out in right-hand traffic
countries, whereas our research is situated in Japan (a left-hand traffic context), where
cultural or spatial preferences may differ. Understanding passengers' preferred standing
locations is vital, particularly when determining where a robot should position itself.
Therefore, we conducted our own data collection to capture local standing-position

tendencies to provide insights into human-elevator interaction within our setting.

Robot-robot (elevator) interaction

In this study, we conceptualized the elevator itself as a robot with speaking
capabilities (i.e., a social elevator) and investigated the effects of its “speaker role”
alongside a mobile robot’s voice interaction. Prior work on multi-robot interactions

informs our approach: various studies have examined how multiple robots perform such
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tasks as information delivery [23, 24], educational and motivational support [25-27],
persuasion [28-30], apologies [31, 32], recommendations [33-35], entertainment (e.g.,
comedy) [36, 37], and the expression of cute behaviors [38, 39]. These projects
generally underscore the utility of deploying multiple robots and often categorize
various styles of multi-robot communication. Moreover, in the context of robot-elevator
interaction, robotics researchers have developed several functions, including vision-
based detection of car operating panels [5-7], button-pressing capabilities by robotic
arms [8-10], communication protocols between mobile robots and elevators [11-13], as
well as identifying social behaviors when the robots shared an elevator with human
passengers [14-17].

However, most such studies focus on conversational scenarios, overlooking
situations where a mobile robot must take an elevator and how passengers perceive any
collaboration between the robot and the elevator. By extending multi-robot voice
interaction concepts to elevator usage, our research explores how passengers respond to
a coordinated use of vocal cues by both a mobile robot and the social elevator itself,

offering new insights into collaborative social behaviors in the context of elevator use.

Data collection

Overview

Identifying and comprehending the preferred standing position of passengers in
elevators is critical for deciding where a mobile robot should stand when using
elevators. If only a robot is taking the elevator, it should avoid places preferred by
human passengers in consideration of the possibility that someone else will board it

later. If others are already in the elevator, it should stand away from them.
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However, past studies reported an opposite phenomenon about preferred
standing positions in elevators. One study concluded that passengers’ preferred standing
positions are near the car operating panel [18], although another reported that the
preferred standing positions are in the back corners--away from the car operating panel
[16]. Moreover, these studies were conducted in right-hand traffic countries, not left-
hand traffic countries where our study is conducted. Another difference between these
studies and ours is the number of car operating panels in the elevator; past studies’
elevators have only one car operating panel; our elevator has two car operating panels
(Fig. 1). Therefore, directly applying past knowledge about preferred standing positions
in elevators is difficult for our experiment settings.

Based on these considerations, we collected data to investigate the preferred
standing positions of passengers in elevators from two different situations: 1) only one
passenger is using the elevator, and 2) two passengers are using it (i.e., one passenger

already in the elevator is joined by another).

Participants

Thirty individuals (15 females and 15 males), all native Japanese speakers, took
part in this study. Their average age was 34.2 years (SD = 9.00). They were recruited
through a local commercial agency in Japan and were compensated (about $15) for their
participation. Each wore a jacket that prominently displayed an identification number to

facilitate data collection.

Environment

Figure 2 illustrates the experiment’s setting. The study took place in a laboratory
elevator equipped with car operating panels on both sides of the door. The building has

four floors, including one basement level and three above-ground levels. The elevator
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interior was approximately 2.3 m high, 1.35 m wide, and 1.6 m deep. We installed video

cameras inside it and near the ceiling of the adjacent hallway to record the proceedings.

Doors

Car operating panels

O OO

Fig. 2 Data collection environment

Measurement

We measured the standing positions of the passengers using video images. We
divided the standing positions in the elevator into six sections (Fig. 3). The position
where participants remained the longest during their elevator ride was identified as their

standing position.
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Fig. 3 Standing-position categories

Procedure

All the procedures were approved by the Advanced Telecommunications
Research Institute International Review Board Ethics Committee (525H). To replicate a
range of real-world elevator conditions, multiple participants took part concurrently.
However, to prevent undue congestion inside the elevator at any one time, the group
size was limited to five participants. Each initially boarded the elevator from the third
floor and followed a pre-assigned sequence: stopping at a designated floor and getting
off, waiting for the next elevator, and traveling to another floor. Each participant rode

the elevator 48 times.

Data collection results

Based on the video images installed in the elevator, our analysis results
identified 1152 valid data: 531 data when only one passenger used the elevator and 323
data when a passenger was already in it. These two data types accounted for about 70%
of the total. In this paper, we only analyzed these data to investigate the preferred

standing positions in the elevator (Fig. 4).
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Fig. 4 Preferred standing positions in elevator

Only one passenger in the elevator

Figure 4-a shows the numbers and ratios of the standing positions of the
participants in the elevator when only one participant was riding it. Many of the
participants preferred the front of the left-side, car operating panel (position F). The left-
back corner (position E) and the front of the right-side, car operating panel (position B)
showed similar numbers. Participants generally avoided being directly in front of the

doors (positions C/D). No participant chose D, which is directly in the front of the door,
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and only one participant chose position C, which is also in the front of the door,

although slightly toward the back of the car.

Two passengers in the elevator

Figures 4-b to f show the numbers and ratios of the standing positions of the
participants in the elevator when one is already in it and another enters. These results
showed that participants preferred an opposite side position from the participants who
were already in the elevator. Only when participants were in position B did the majority

stand near the opposite car operating panel rather than in the diagonal position.

Implication and standing-position design for mobile robots

Our analysis showed that the participants in our experiments preferred to stand
on the left-side, car operating panels when the elevator was empty. This phenomenon
contradicts a past study, which reported that passengers preferred to take standing
positions in the right-rear of the corners [16]; our study resembles another past study
[18], which also reported that passengers preferred standing positions near the car
operating panel. Another interesting point is that our participants preferred the left side
of the elevator, even though it has car operating panels on both sides. Since this past
study was conducted in right-hand traffic countries [16], where people generally stand
on the right side, perhaps people in left-hand traffic countries prefer to stand on the left-
hand side.

Moreover, the participants preferred to stand diagonally opposite the previous
person, in other words, maintaining as much distance as possible. This phenomenon is
also similar to past studies [16, 18]. Following these results, the appropriate standing

position for a mobile robot in the elevator in our study is the right-rear position. Even if
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a passenger gets on an elevator that already has a robot, the passenger can take the left-

front position where most people choose to stand.

Experiment

Our experiment investigated the effects of voice cues for both a mobile robot
and a social elevator. We employed the above data collection knowledge to decide the
standing positions of the participants and the robot to control the experiment settings.

Detailed information is given below.

Hypothesis and prediction

Prior research suggests that mobile robots’ social behaviors, such as voice cues,
can facilitate acceptable interactions with passengers when traveling by elevator [14,
15]. Recent smart elevators also offer passenger-facing interaction capabilities [40, 41],
although earlier investigations did not adequately address such social behaviors as
elevator voice cues or collaborative interactions between elevators and robots. Other
work has highlighted the effectiveness of employing multiple robots in conversational
contexts [25-27]. Given the limited exploration of how elevators and robots might
cooperate through voice-based interactions, we hypothesize that such collaborative
behaviors will positively impact passenger impressions. Based on this perspective, we
proposed the following predictions:

Prediction 1: Participants will view the robot more favorably when it provides
voice cues than when it remains silent.

Prediction 2: Participants will view the elevator more favorably when it

provides voice cues than when it remains silent.
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o Prediction 3: Participants will view both the elevator and the robot more
favorably when both speak, compared to situations where only one or neither

uses voice cues.

Participants

Thirty individuals (15 women and 15 men) participated in this study. They did
not participate in the data collection. Their ages ranged from 20s to 50s, with an average
of 39.4 years (SD = 11.6). They were recruited through the same temporary
employment agency of the data collection and were compensated (about $15) for their

participation.

Environment

Figure 5 provides an overview of the experimental setting. The study took place
in our laboratory using a mobile robot (Fig. 6, left) and an elevator (Fig. 6, right). The
next subsection contains additional details on the former’s specifications. The elevator
(2.3 m high, 1.35 m wide, and 1.6 m deep) featured car operating panels on both sides
of its doorway (Fig. 1). For safety, the robot was controlled from an operator area
enclosed by partitions. A network camera was installed inside the elevator for

teleoperation.
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Fig. 6 Robot (left) and interior of social elevator (right)
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Robots and teleoperation system

We employed a mobile robot (1,420 mm tall, 500 mm wide, and 630 mm deep)
that also included a shelf on a mobile base. Its maximum moving speed in the elevator
was 160 mm/s. Its display presented two eye-like features resembling a face, and a
speaker was mounted on the top of the shelf.

We used a wizard-of-oz (WoZ) teleoperation system [42] for control. An
operator managed the robot’s locomotion speed, its speech function (VOICEVOX,

KotoyomiNia), and the elevator’s speech output (VOICEVOX, NekotukaR).

Conditions

We established four experimental conditions (Fig. 7). We varied two factors,
1.e., the elevator-speech tactor (none or present) and the robot-speech factor (none or
present). When either the elevator or the robot spoke, it delivered two sentences: “The
robot will now take the elevator” and “Please wait a moment.” These phrases were
deliberately chosen to offer simple and clear explanations of the robot’s actions through
discussions among the authors based on existing announcements used in commercial
elevators and mobile robot systems in order to communicate the systems’ intentions to
nearby users in a manner that is easily understandable. In the condition when both the
elevator and the robot spoke, each provided one sentence, maintaining an equivalent
total amount of information. When both the elevator and the robot spoke (Fig. 7-D), due

to the prepared speech contents, the elevator spoke first, followed by the robot.
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Fig. 7 Illustration of experiment conditions
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Fig. 8 Robot takes elevator while participant waits inside

Measurements

We used three established questionnaire scales to evaluate the participants’
impressions of both the elevator and the robot: likeability, perceived intelligence, and
safety [43]. Each item was rated on a 7-point scale, with 1 indicating the least favorable

response and 7 the most favorable.

Procedures

All the procedures were approved by the Advanced Telecommunications
Research Institute International Review Board Ethics Committee (525H). Participants
first read written instructions explaining the experiment and how to assess the elevator

and robot in each condition. A within-participant design was employed, allowing each
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participant to experience all four conditions in a counterbalanced order. Participants
rode the elevator first, followed by the robot (Fig. 8). Based on the data collection
results and maintaining consistency among the participants, they stood in front of the
left car operating panel in every condition. Depending on the condition, just one or both
the elevator and the robot spoke as the robot approached to enter the elevator. Inside the
elevator, the robot was positioned in the right-rear corner, on the side opposite of the

participant. Once the robot completed its ride, participants answered questionnaires.

Experiment results

Questionnaire results

We performed a two-factor ANOVA on each questionnaire scale (likeability,
intelligence, safety) for both the elevator and the robot. The following are the two
between-participant factors: (1) elevator-speech (none or present) and (2) robot-speech
(none or present). Below, we report the F-tests, the p-values, and the partial eta-squared
(n7?) effect sizes, as well as relevant simple main effects.

Regarding the elevator’s likeability (Fig. 9-a), we found a significant effect in
the elevator-speech factor (F(1,29)=10.768, p = 0.003, partial n?=0.271), in the
robot-speech factor (F(1, 29) =5.751, p = 0.023, partial n*=0.165), and in the
interaction effects (F(1, 29) = 19.845, p <0.001, partial n° = 0.406). For the simple
main effects, when the elevator did not speak, participants rated the elevator
significantly more positively if the robot spoke than if it did not (p < 0.001). When the
robot did not speak, participants rated the elevator significantly more positively if the
elevator spoke than if it did not (p < 0.001).

Regarding the elevator’s intelligence (Fig. 9-b), we found a significant effect in

the elevator-speech tactor (F(1, 29) = 32.235, p <0.001, partial n? = 0.526) and in the



This is an Accepted Manuscript of an article published by Taylor & Francis in
Advanced Robotics on 09 Mar 2025, available at:
https://doi.org/10.1080/01691864.2025.2508782

interaction effects (F(1, 29) = 16.230, p <0.001, partial n? = 0.359). We did not find a
significant effect in the robot-speech factor (F(1, 29) =1.670, p = 0.206, partial n* =
0.054). Concerning the simple main effects, when the elevator did not speak,
participants rated the elevator significantly more positively if the robot spoke than if it
did not (» = 0.004). When the robot did not speak, participants rated the elevator
significantly more positively if the elevator spoke than if it did not (p < 0.001).

Regarding the elevator’s safety (Fig. 9-c), we found a significant effect in the
interaction effects (F(1,29) =5.351, p = 0.028, partial n?= 0.156). We did not find a
significant effect in the elevator-speech factor (F(1, 29) =3.061, p = 0.091, partial B’ =
0.095) or in the robot-speech factor (F(1,29) =0.364, p = 0.551, partial n?=0.012).
Concerning the simple main effects, when the robot did not speak, the participants rated
the elevator significantly more positively if the elevator spoke than if it did not (p =
0.007).

Regarding the robot’s likeability (Fig.9-d), we found a significant effect in the
robot-speech factor (F(1, 29) =46.991, p <0.001, partial n*= 0.618) and in the
interaction effects (F(1, 29) =32.977, p <0.001, partial n*=0.532). We did not find a
significant effect in the elevator-speech factor (F(1, 29) =2.739, p = 0.109, partial n? =
0.086). For the simple main effects, when the elevator did not speak, participants rated
the robot significantly more positively if the robot spoke than if it did not (p < 0.001).
When the elevator spoke, participants rated the robot significantly more positively if the
robot spoke than if it did not (p = 0.040). When the robot did not speak, participants
rated the robot significantly more positively if the elevator spoke than if it did not (p <
0.001).

Regarding the robot’s intelligence (Fig. 9-e), we found a significant effect in the

elevator-speech factor (F(1, 29) =4.838, p = 0.036, partial n?= 0.143), in the robot-
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speech factor (F(1,29) =18.512, p <0.001, partial n?= 0.390), and in the interaction
effects (F(1, 29) = 18.560, p < 0.001, partial n? = 0.390). For the simple main effects,
when the elevator did not speak, participants rated the robot significantly more
positively if the robot spoke than if it did not (p < 0.001). When the robot did not speak,
participants rated the robot significantly more positively if the elevator spoke than if it
did not (p < 0.001).

Regarding the robot’s safety (Fig. 9-f), we did not found a significant effect in
the elevator-speech factor (F(1,29)=0.972, p = 0.332, partial n?> = 0.032), in the robot-
speech factor (F(1, 29) = 0.833, p = 0.369, partial n° = 0.028), or in the interaction

effects (F(1, 29) = 0.207, p = 0.652, partial n* = 0.007).

Summary of analysis results

Overall, Predictions 1 and 2 are partially supported, since the participants rated
the elevator and the robot more positively (on likeability and intelligence measures)
when they employed voice cues, although this effect did not extend consistently to
safety. Prediction 3 was not supported: the participants did not exhibit significantly
more positive impressions when both the elevator and robot spoke relative to scenarios
in which only one or the other used voice cues.

ok,
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Fig. 9 Questionnaire results (displayed simple main effects only)

Implications from experiment results

Our findings indicate that voice cues enhanced the participants’ impressions of
both the social elevator and the mobile robot, except for the latter’s perceived safety,
even when only one of them produced voice output. This phenomenon is somewhat
different from earlier work on interactions among multiple robots [44], possibly due to
the distinctive context of elevator use rather than a straightforward conversational
setting. Whereas prior studies emphasized dialog-based interactions between robots and
participants, our research concentrated on a realistic scenario where a person and a

mobile robot share an elevator space.
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One interesting observation is the complementary influence of voice cues on
perceived likeability and intelligence. When the elevator provided the voice cues,
participants rated the elevator itself and the robot more positively in terms of likeability
and intelligence. Conversely, when the robot provided the voice cues, participants
perceived improvements in the likeability of both entities, yet the elevator's perceived
intelligence remained unaffected.

A possible interpretation for this asymmetry is related to how participants
socially construed the interaction scenario. Because robots are generally perceived as
social actors capable of intentional communication, the elevator’s voice cues may have
suggested greater sophistication or capability in the robot, as if the robot were
interacting with an advanced, communicative environment. On the other hand, when the
robot itself provided voice cues, participants might have interpreted the elevator merely
as a passive tool being operated or controlled by the robot rather than as a social
elevator, i.e., a sophisticated or intelligent entity in its own right.

This interpretation implies that the social role participants attributed to each
entity influenced their perceptions. Elevators, typically viewed as tools, become
perceived as socially interactive entities primarily when they actively initiate
interaction. Conversely, robots, already perceived as socially interactive by default, may
reinforce their social agency through verbal interactions initiated by other entities in the
environment.

Such asymmetry implies that merely having two agents present, where one of
them speaks, may be sufficient to change the perceived attributes of the other. Although
previous multi-robot research generally involved two robots that both contributed
comparable amounts of verbal content [44], a recent study reported that information-

providing with imbalanced verbal content between two robots remains more effective
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than information-providing by a single robot [39]. Our study might suggest how

imbalanced interactions in robot-robot interaction changed people’s impressions.

Generalizability and future directions regarding voice cue effects

In this study, we used specific verbal phrases as cues, intentionally designed to
represent typical announcements used in real-world robotic and elevator systems. The
primary function of these verbal cues is to communicate the system's current status and
upcoming actions clearly to users. Therefore, minor variations in phrasing, as long as
they fulfill this communicative role, are unlikely to alter user impressions significantly.

Nevertheless, future research could explore more elaborate speech strategies,
such as providing additional informative content to alleviate user stress during waiting
periods. Another promising direction is investigating how variations in voice
characteristics (e.g., gender, tone, speaking style) affect user perceptions and
experiences. Although these questions extend beyond the scope of the present study,
addressing them would offer valuable insights for the practical deployment of social

elevators and mobile robots in real-world environments.

General Discussion

Implication

Our data collection results provide an intriguing implication about preferred
standing positions in elevators because our study reported such positions surveyed in a
left-traffic country, which is different from past studies that investigated preferred
standing positions in right-traffic countries. Although such elevator characteristics as
the size, shape, and number of car operating panels differ among these studies, our
study provides useful knowledge in the context of not only human-elevator interaction

but also human-robot and robot-elevator interaction contexts.
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Moreover, our experiment's insights could benefit researchers and developers of
next-generation elevator systems. Earlier research on robot-elevator interaction has
predominantly focused on the robot’s social behavior when sharing an elevator with
human passengers [16, 17], leaving the elevator itself relatively unexamined. Yet in
everyday life, many individuals regularly ride elevators, positioning them as potential
“social robots” whose behaviors should be designed for acceptability. In practice, a
social elevator might coordinate with a robot in advance, conveying information to
passengers during their ride. However, simpler commercial robots often lack speech
capabilities, suggesting that an elevator’s capacity to speak could meaningfully improve

user acceptance of co-riding robots.

In addition, note that voice cues did not significantly affect the perception of
safety, perhaps because the mobile robot's standing positions were based on our data
collection. The participants might feel safe on the mobile robot because they stand the
diagonal on opposite sides, as humans do. Additional social behaviors, such as the

robot’s movement path, could be investigated to address safety-related perceptions.

Limitation

Several limitations exist in our study. First, in the data collection, we employed
only a specific elevator in a specific country, i.e., Japan. Therefore, our data collection
setting cannot cover situations where passengers use different types of elevators in
various countries. Next, in the experiment, we employed only a single mobile robot and
only one specific elevator in a particular country, too. Additionally, just one passenger
in the experiment rode the elevator at a time. Future studies should examine different
robot types (e.g., multi-legged or humanoid forms [45, 46]) and various conditions, such

as the number of passengers. Another limitation is that the elevator always spoke first in
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our design, potentially influencing how participants perceived subsequent speech.
Despite these constraints, our work offers meaningful guidance to robotics researchers

seeking design social interactions for robots and elevators.

Conclusion

In this study, we first investigated preferred standing positions in an elevator
involving multiple participants. Our data collection results showed that the participants
preferred to stand near the left-side, car operating panels when the elevator was empty,
and they preferred to stand diagonally opposite the person with whom the elevator was
being shared. We next investigated with a WoZ approach how voice cues from a mobile
robot and a social elevator affected passenger impressions. We found that each device’s
voice cue enhanced positive impressions of the other, although no combined effect
emerged when both spoke in turns. The elevator’s voice cues bolstered the robot’s
perceived intelligence, and the robot’s voice cues improved the elevator’s perceived
likeability. These asymmetric interaction effects offer important considerations for

developers of both elevator and robot systems.
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